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We present molecular dynamics simulations of a binary Lennard-Jones mixture at temperatures
below the kinetic glass transition. The “mobility” of a particle is characterized by the amplitude of
its fluctuation around its average position. The 5% particles with the largest/smallest mean
amplitude are then defined as the relatively most mobile/immobile particles. We investigate for these
5% particles their spatial distribution and find them to be distributed very heterogeneously in that
mobile as well as immobile particles form clusters. We suggest that this dynamic heterogeneity may
be due to the fact that mobile/immobile particles are surrounded by fewer/more neighbors which
form an effectively wider/narrower cage. The dependence of our results on the length of the
simulation run indicates that individual particles have a characteristic mobility time scale which can
be approximated via the non-Gaussian parameteR002 American Institute of Physics.

[DOI: 10.1063/1.1453962

I. INTRODUCTION Such an investigation is interesting for at least two reasons:

_ First it is important to see to what extent the dynamical het-
) Altho_ugh glasses have alrez_idy _been studied for a Ion%rogeneities found above the glass transition can also be seen
time, their complete understanding is still an open prOble_nbelow it. Since a glass is nothing else than a liquid which has

due to the complex behavior of iheir static and dyn"’"T“Qrallen out of equilibrium, it can be expected that such het-

quantities: We focus here on t.he|rd_ynam|cs, which has .be(.anerogene|t|es are also present beldy. However, since in
found to relax non-exponentially, in the supercooled liquid - .

. the liquid state the heterogeneities have been found to be
and shows strong history dependence below the glass transi- . . . :
. . . . I intimately connected with the relaxation dynamics of the
tion. The question arises whether this behavior is due to spa- . .
. : . _nsSystem, and since in a glass the system does not relax any-
tially homogeneous non-exponential dynamics or spatially

heterogeneous dynamitr review articles see Refs. 2).4 more, the nature of the heterogeneities above and below the

Since a glass is an amorphous solid and therefore not a“a.nsit'ioln might very WE:‘" be different: To investigate this
atoms are structurally equivalent, one should expect that alsg0int it is of course advisable to consider exactly the same
their dynamics differs, i.e., that the system has a heterogdYP€ ©Of system, i.e., Hamiltonian, above and below the tran-
neous dynamics. Recently the answer to the question gition. The_ second reason is that very recent_ly it has been
dynamic heterogeneity has been addressed both by meansf8nd thatin the glass state taguctureof even simple glass
experiments® and computer simulations of two- forming systems is heterogeneous on a surprisingly large
dimensiond*! and three-dimensional systeA?s?? Here length scalg30 to 50 molecular diameter®® Thus, it is of

we study a binary Lennard-Jones mixture in three dimeninterest to see how this structural heterogeneity is reflected in
sions which has been investigated before extensi¢éhand  the dynamical properties of the system.

which shows clear dynamic heterogeneitjovethe glass We investigate here dynamic heterogeneity via simula-
transition. Similar dynamics has been found experimentalljions of the same binary Lennard-Jones system as Ref. 21
with confocal microscopy of a colloidal suspension in thebut, similar to the work of Caprioet al,'® belowthe glass
supercooled fluid and in the gla$§Whereas most simula- transition. In contrast to the previous simulations we have
tions have been done at relatively high temperatatgsve the picture of a solid in mind, instead of coming from the
the calorimetric glass transition, and the experiments ofiquid. We use the “localization length” of the work of Ref.
atomic systems were performeearthe glass transition, we 24 to define the mobility of a particle as the mean fluctuation
simulate, in this papebelowthe glass transitiofwhich has around its average position. To address the question of what
so far only been done experimentally by Weeksl” and in  allows or inhibits a particle to be mobile, we study the sur-
simulations by Oligschlegeet al?> and Caprionet al!®).  rounding of these particles. Using different lengths of simu-
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lation runs, we also learn about the time scale over whicHastest particles are still small in comparison to typical inter-
mobile and immobile particles sustain their character. particle distances over the whole time span of the averaging,
We review in Sec. Il the model used and give details ofthis change of the glass structure due to aging should have a
the simulation. In Sec. Ill we present the mean square disrelatively small effect on our data. As will be seen below,
placement and the mean fluctuations of a particle around ittis is the case fof <0.35, while for somewhat higher tem-
average position and define what we mean by mobile angeratures aging effects can be expected to become important.
immobile particles. We then study their spatial distribution The reason for this is that the typical relaxation time of the
(Sec. IV), surroundingSec. \j and time scaléSec. V), and  systemin equilibrium, is at T=0.446 around 800 000 time
conclude with Sec. VII. units (=4-10" MD steps,?® thus only a factor 10 longer
than the long runs in the present work. Since in equilibrium
the a-relaxation time corresponds to the typical time scale on
Il. SIMULATION DETAILS which a substantial fraction of the particles have mof4ai-
We study a binary Lennard-JonésJ) mixture of 800 A 70%), it can be expected that quite a few particles will show

and 200 B particles. Both A and B particles have the saméelaxation even on time scales significantly shorter than
mass. The interaction between two partictesind 8 (o, Similar relaxation processes are also expected in the out-of-

e {AB}) is equilibrium situation, i.e., in the glass and, thus, we do in-
1 6 deed expect aging effects at temperatures slightly below the

V. (1)=4e ((%3) _(%) ) (1) (kinetic) glass transition. We shall comment on this problem

h “B\\r r ’ (that there is some aging of the glass structure occurring

where  eqn=1.0,ea5="1.5,€a5=0.5,040=1.0,005=0.8, When appropriate.

and ogg=0.88. We truncate and shift the potential rat
=_2.50a5. From previous investiga_tioﬁ_%it is known_t_hat lIl. MOBILE AND IMMOBILE PARTICLES

this system is not prone to crystallization and demixing. In

the following we will use reduced units where the unit of ~ Similar to previous work on dynamic hetero-

length isoas , the unit of energy iga, , and the unit of time  geneities;”**~?!we study the dynamics of the system by
is ‘/m(,AAZ /(48epp). observing the fastedimobile) and the slowestimmobile)

We carry out molecular dynami¢®D) simulations us- particles. Since the focus of this work is, however, on the
ing the velocity Verlet algorithm with a time step of 0.02. dynamics of the glasbelowthe glass transition, our defini-
The volume is kept constant &=9.4°=831 and we use tion of mobile and immobile particles is different. We have
periodic boundary conditions. We are interested in the dyin mind the picture of a harmonic solid for which the vibra-
namics of the system below the glass transition. Since receffonal amplitude carries essential information about the local
simulationg® showed that for present day computer simula-dynamics. We therefore characterize the mobility of each
tions the system falls out of equilibrium aroufie=0.44, we  particlei by
run (NVE)-simulations at temperaturesT=0.15/0.2/ s TS =
0.25/0.3/0.35/0.38/0.4/0.41/0.42 and 0.43. To do so we start 91 — [fi~Fil". @
with a well equilibrated configuration dt=0.466. After an  where the bar denotes an average over a certain time interval.
instantaneous quench tolr=0.15 we first run a We call the 5% A particles and separately the 5% B particles
(NVT)-simulation?® for 10° MD steps to let the system an- with the largest/smallesi? the mobile/immobile particles.
neal, and then run the production run witiNVE) simula-  With “mobile” we intend to indicate that these particles are
tion also for 18 MD steps. We then increase the temperaturerelative to all other particles more mobile, they are however
to T=0.2 and then again run @VT)-simulation followed in the results, presented here, in most cases still bound to
by a production run each with VD steps, then increase their site. All results presented below are qualitatively the
the temperature t@=0.25 and so forth. In this paper we same if the 5% are replaced by 10% particles and are there-
refer to the so obtained production runs as “short runs,” offore independent of the specific percentage used. The results
which some preliminary results have been publishedtiepend however on the length of the time average, as will be
elsewheré’ We present here mainly results of the so-calleddiscussed in detail in Sec. VI. We use in this paper the non-
“long runs” for which we use the configurations at the end Gaussian paramet&t!”1821:3%g determine the length of the
of the equilibration period of the short runs but the produc-time average as follows. The non-Gaussian parameter is de-
tion runs are for 510° MD steps. To improve the statistics fined as
we run 10 independent configurations for both long and short
runs and for each temperatiffe.

As it has been demonstrated in earlier wdtkhe struc-

tural properties of glasses studied by molecular dynamicghere(-) corresponds not to the canonical average since the
simulation do depend on the preparation history quite dissystem is out of equilibrium. Instead we mean (by, here

tinctly. Since we study the system out of equilibrium and atang in the following, an average over particles and initial
finite temperature, the resulting configurations show someonfigurations, i.e.,

“aging phenomena” during the time intervals used for the
production of the present data. However, for those tempera- (r2n(t)) = i > IF.(t)—F,(0)]2" (4
tures where even the mean square displacements of the 5% N\ ! ' ’

3(r(t
as(t)= %—1, ®

Downloaded 31 Dec 2011 to 134.82.7.18. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



5160 J. Chem. Phys., Vol. 116, No. 12, 22 March 2002 Vollmayr-Lee et al.

4.0 -
— T=0.15 0.05 | ®Aparticles ]
o T0.28 o B particles E E
————— 7-0.35 N
807 |~ T-040 T 0.04 | ]
--—- T=043 - E =
0.03 ]
< N -~ .
S IO — 0 ) I3 %
\\\\ 0.02 L ) - I 4
0.01 .-
: : : 0.00 , . :
00 10° 10° 10° 0.1 0.2 03 0.4 05
t T

FIG. 1. Non-Gaussian parametas(t) [see Eq.(3)] for A particles. For ~ FIG. 3. Temperature dependence (of) for the A and B particles. The
clarity only a subset of all simulated temperatures is shown. straight lines are fit to the data in the harmonic regime.

where the sum goes over either all A partidt@sobtaina,a)  ops a longer tail(Similar results are obtained for the B par-
or all B particles(to obtaina,g). This parameter vanishes if ticles) The curves are zero fail’<0.0025, which reflects

the van Hove correlation function the fact that all particles are oscillating somewhat. The tail of
1 P(diz) extends for high temperatures to vaIuesjﬁfthat are
G(F,t)= —<2 5(F—[Fi(t)—Fi(O)])> (5)  twice as large as thdi2 at the peak position, which shows
N\ 4 o :
that the dynamics is rather heterogeneous. We also mention
is equal to a Gaussi&h that theP(diZ) for differentT can be collapsed onto a single

3 curve by rescaling the distribution ®(d?/(d?)) (see Ref.

372
Gs(r,t)=(—z—> exp(—3r(2(r’(t)). (6 39
27(r<(t)) Figure 3 summarizes the average valuesl’ofor the A

We expect Eq(6), and thereforen,=0, to be a good ap- and B particles(df) as a function of temperature. For a
proximation fort— 0 (because this corresponds to the ballis-harmonic system one would expect a linear dependence of
tic regime where (t)v -t which is Maxwell distributetf) (d?) through the origin and over the whole range of tempera-
as well as fort—o (diffusive behavior. For intermediate tures. Since the B particles are smaller, they have a larger
times a,(t)#0 (see Fig. 1 Although the nonmonotonous amplitude of oscillation than the A particles. For very small
temperature dependence®j(t) in Fig. 1 indicates that our temperatureéd?) increases linearly and deviates for Aand B
statistics are not very good, we use the titpg, wherea,(t)  particles from a line for larger temperatures. The decrease of
reaches its maximum as an estimate for the characteristigl?) of B particles for increasing temperature at high tem-
time scale of mobility(Note that forT<0.25 we use for the peratures is due to our time average wih,. If one aver-

A particlest .,=10°.) In all following results which involve ~ ages instead over the complete long simulation Kgf,)

time averages, we usg,,,, if not otherwise stated, as the increases monotonically and even more than linearly. The
time length over which we average. Note thgj, is much  discrepancies from a straight line through the origin for A
larger than the microscopic oscillation time which is of theand B particles at temperaturds=0.25 show that anhar-
order of 1.0. We obtain thus for each temperature and fomonic effects become important already at small tempera-
either all A or all B particles the distribution af defined in

Eq. (2). Figure 2 shows for the A particles that with increas-

ing temperature the distribution shifts to the right and devel- 10 . . ;
=
N Id
N
S~
300 -
= 200 107 4
S
Q
100 102 1
0.00 FIG. 4. (r?(t)) for all A particles at the temperatures 0.15/0.25/0.35/0.4/0.43
(solid lineg and for comparison the equilibrium datalat 0.446(bold solid
line). Included are also thér?(t)) for the fastest 5% A particlegbold
FIG. 2. The distributiorP(d?) for the A particles. dotted-dashed lingsaind a bold dashed line of slope 1.
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10°

= T-0.43 B part.
N

S~

107" T=0.15 B part.

1072 7-0.15 A

0 VLR — O

0 50000 ‘ 100000

FIG. 5. (r(t)) for the slowest 5% A particles and B particles.

tures. As suggested in Ref. 34, this onset of anharmonicity
may be related to the calorimetric glass transition. The log—
log plot of the mean square displacement

N
1 A
<r2(t)> =— E |Fi(t)— Fi(0)|2 , (7) FIG. 7. Snapshot of the mobile @vhite large spherg@sand B particleglight
Na \i=1 gray small sphergsand the immobile A(dark gray large sphergsind B

. . particles(black small sphergsat T=0.15 and at the beginning of the pro-
where we average over all A particlesee Fig. 4, shows that duction run. The radii were chosen for clarity and do not reflect the param-

the slopes at large times are smaller than one. Therefore mosers of the potential.

particles never reach the diffusive regiom£1) and are

trapped in their cages during the whole simulation run at

least forT<0.35. We find the same for the B particles Whereq time interval for which their mobilities are determined.
m=0.93. If we average over only the 5% particles with the g clarity all other 900 particles are not shown. In these
largest(r*(teng=10°)), the late time slopes are @=0.43  gnanshots, and similarly for all other temperatures and times,
m~1.4 for the A andm~1.2 for the B particles. This tran- e particles are clearly distributed in a heterogeneous way.
sient behavior ofm>1 might be due to jump Processes. \ye therefore find dynamic heterogeneity for all investigated
Jumps are clearly visible for the B particles in Fig. 5, which gates in the glass phase. The number of particles in the larg-
shows the 5% particles with the smallésf(tend). AtIOW st clusteP is at all investigated temperatures for mobile
temperatures the slowest A particles are trapped at their siigarticles about 30 particles and for immobile particles about
as can be seen in Fig. 5, siné(t)) <10"* over the whole 25 particles. These clusters are smaller than the clusters of
simulation run. Note also that the slowest B particles argyeeiset al” The likely reason for this discrepancy is that
faster than the average A particles. Fast B particled at e stydy a smaller system and with less accurate statistics.
=0.43 are reaching values of evefm*(tend)>10 (see To quantify the spatial heterogeneity we plot similar to
Fig. 6. Ref. 21 the ratiogmama/daa between the radial pair

IV. SPATIAL DISTRIBUTION

With the definition of mobile and immobile particles as
given in the last section, we study now how they are spatially
distributed. Figures 7 and 8 show the spatial distribution of
the mobile (light spheres and immobile(dark spheresat
temperature§ =0.15 andT=0.43, and at the beginning of

7=0.43 B part.

7=0.43 A part.

7=0.15 B part.
7;:0.15 A part.

10™ /‘/«""*

0 50000 ; 100000

FIG. 6. (r%(t)) for the fastest 5% A particles and B particles. FIG. 8. Same as Fig. 7 but far=0.43.
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% 134 ‘Zoana)
13.3 1
13.2 1
13.1 T T T
0.2 0.3 04

) . . FIG. 11. Number of neighborgounting both A and B particle®f a mobile
FIG. 9. gmama/9aa(r) at different temperatures. The horizontal dashed IlneA particle, (Zmaa. ), in COmparison to the number of neighbors of an av-

atgmama’/daa=1 is for the guidance of the eye. The inset is a comparisonera e A particle(z
of gmama/daa (solid line) andgaa(r)-2.5 (dashed lingat T=0.2. genp (Zanse)-

V. SURROUNDING

distributior?®” of solely mobile particles and that of all par-

. . ) In the last section we found that the mobile/immobile
ticles (Fig. 9 with

particles form clusters and that the typical distances between
Vv the particles are different from those in the bulk. We now
g(r)= W<2 2 5(F_[Fi_rj])>- (8)  address the question of the reason for mobility. While it is
Lo not possible to establish a cause, we can look for differences
In the case of randomly selected 5% particles from all Ain the surrounding of mobile/immobile particles in compari-
particles, this ratio would be one. We find however that thisson to average particles to uncover some of the properties
ratio is not a constant with respectrtqand similarly for the  associated with particle mobility.
corresponding ratios of AB and BBwhich confirms the
dynamic heterogeneity. Sin€g,ama/9aa>>1.0 for distances
r<3.2, mobile particles tend to be near each other. We can To probe the immediate neighborhood of the mobile and
conclude from the position of the first peak Of,ama/9aa immobile particles we count their number of nearest neigh-
(see inset of Fig. Pthat separation distances, which are verybors(coordination numbez) where a particlg is defined to
unlikely for average particles, as at the left wing@f,,  be a neighbor of particle if their distance|f;;|=|F;—r}| is
occur for mobile particles more often. smaller than the position of the first minimumy,;,, of the
We can draw similar conclusions for the immobile par- corresponding(average radial pair distribution function
ticles. Figure 10 shows that the ratio of the radial pair distri-(r ,;=1.4 for AA, 1.2 for AB and 1.07 for BB, independent
bution of immobile particles to that of all particles, of temperatures Figure 11 shows that a mobile A particle is
Oiaia /0aa , is also larger than one for small distances. Theon average surrounded by fewer partickgs,aa+ g), than an
inset, which includeg s for comparison, reflects that also average A particle(zAA+B>.38 This suggests that one of the
for immobile particles very small separation distances areharacteristics of a mobile particle is that it is, on average,

A. Coordination numbers

more likely. caged by fewer particles. The same is true for mobile B
8'7 1 1 1
8.6 (Zaa
BAQIK --------------- & iﬁ
| —
8.5 1
(Znpase)
8.4 1
8.3 1
8.2
o L1 02 03 04

10 20 30
FIG. 12. Number of neighborounting both A and B particl¢®f a mobile
FIG. 10. gjpia /9aa(r). The inset shows the comparison wiga, . The B particle,(znga+g). in comparison to the number of neighbors of an av-

symbols are the same as in Fig. 9. erage B particle{zga 4 g)-
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0.22 ‘ :

0.155 (Zipe/ Zanss?
(Zpe/Zpp0)
0.150 4 = g B g - 020 1
<zmAB/ zmAA+B)
0.145
0.18
0.140 ]
0.16
0.135 (Zpe/Zppae)
' ' ' 0.14 : ;
0.20 0.30 040 020 050 040

FIG. 13. Fraction of B particles of all neighbors surrounding a mobile A

particle (filled circle) and an average A particlepen triangl FIG. 15. Ratio of the number of B particles and all neighbors of an immo-

bile A particle(filled circle) in comparison with the ratio of the number of B
particles and all neighbors of any A partidiepen trianglge

particles(see Fig. 12 However, we cannot make the stron-

ger statement that any A particle witz,aa:g) less than,

say, 13.4 is mobile, because the distribution of coordinatiorparticles,gag, at T=0.15. For both graphs typical errorbars

numbers for each particle is quite broad with a standard deare indicated at the first nearest-neighbor peak. The errorbars

viation of o0~1.0. Mobile A particles are furthermore sur- have been determined with the 10 independent configura-

rounded by a lower than average percentage of B neighbot®ons. We find thatg,ag has smaller maxima and broader

(see Fig. 13 because the latter trap A particles both ener-peaks tharg,g which corresponds, specifically for the first

getically (eag™€an) as well as geometricallyo{ag<opn). neighbor shell, to an effectively wider cage around the mo-
Similarly, immobile particles have the property to have bile particles’® The wider cage allows larger distances and

more neighbors than average partidiese Fig. 14and of a  thus largerd? which corresponds by definition to mobile

higher percentage of B particles than us{sale Figs. 15 and particles. We see the same effect @faa (for gppg the

16). Notice that the latter is true both for A and B particles statistics is not sufficieitand for all other temperatures.

(see Figs. 15 and }6&due to the tighter packing with the Immobile particles, in contrast, are surrounded by an ef-
smaller B particles. fectively narrower cage, as can be concluded from the more
We also find that the percentage of mobile/immobilepronounced peak of the first maximusee inset of Fig. 17
neighbors of a mobile/immobile particle is significantly This is observed for all temperatures and all radial pair dis-
larger than 5%, i.e.,{Zmama:me)>>0.05(zmansg) and tribution functions characterizing the surrounding of an im-
(Zipia +i8)>0.05 (Zian 1 8), Which reflects once more the mobile particle. Notice that the change of the neighborhood

spatial heterogeneity discussed in Figs. 9 and 10. is larger around an immobile particle than around a mobile
particle, as the comparison of Figs. 13 and Fig. 15 and the
B. Radial pair distribution functions comparison of Fig. 17 and its inset show. This is probably

Next the radial pair distribution function to stud due to our definition of mobility: since the distribution df
extwe use the radial pair distribution function fo study geq Fig. 2is very asymmetric, 5% particles with the small-
the environment of the mobile and immobile particles be-

: X “estd? cover a much smaller range df than 5% particles
VOT“’ Fhe. negrest-ne|ghbor shell Flgure 17. ShOW.S the radl%ith the Iargesdiz. Immobile particles are thus more distinct
pair distribution function of a mobile A particle with any B

. . . . than mobile particles.
particle, gnag, In comparison withg(r) of any A and B e particies

13.8 | ‘
1 0.08 (Zie/ Zpnse)
13.7
(Zipnie) 0.06
13.6 -
0.04 )
(zAMB) Zga' ZaasB =
T T T 0.02 T T T
0.2 0.3 0.4 T 0.20 0.30 0.40 T
FIG. 14. Total number of neighbors of an immobile A partidiéed circle) FIG. 16. Same figure as Fig. 15 but now for the neighbors of an immobile
and an average A particl®pen trianglg B particle.
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FIG. 17. Radial pair distribution function of a mobile A particle and any B FIG. 19. Total number of neighbors of an average A partizjg, | g) (open
particle(solid line) and for comparison the corresponding radial distribution triangle and of an immobile particle defined for the longer simulation run
function of any A and B particle&lashed ling The inset shows the similar <Z=AA+B> (dark filled circle and the shorter simulation rufz,, , g) (gray
g(r) for the immobile A particle with any B particle. Both graphs are for diamond.
T=0.15. Error bars are indicated in both graphs at the first nearest-neighbor
peak.
over the entire long simulation run, while a mobile particle
might be mobile only over some fraction of the simulation
\P/,IA.\R-I'I—'II'\(QEE§CALE OF MOBILE AND IMMOBILE run. While the particle is m_obile, its environment is d.ifferent
from that of a regular particle. However, when the time av-
In this section we get back to E(R), which is essential erage includes also times when the particle is not mobile,
for the definition of mobile and immobile particles. We vary then we dilute the average with environments that are not
the time length over which we average. Specifically, we avspecial. This mixing with the environment of average par-
erage over the simulation time for the long and short runsicles happens more readily at temperatures0.4 when we
(see Sec. )| rather than usinga, to determine a approach the glass transition because the typical time scale
temperature-dependent time for calculating the average. Wever which a particle is mobile is shorter than at lower tem-
now investigate the influence of this averaging time on theperatures.
results presented in the previous three sections. Other coordination numbers show the same behavior
Figure 18 shows a comparison of the total number ofwith the exception of immobile A particlgsee Fig. 19 The
nearest neighbors of a mobile A particle for the short runsjatter distinguish themselves from the average particle even
(Z2ansp), and the long runs(ziaa. ). All coordination — at high temperature and thus are immobile over the whole
numbers have been averaged over the 10 independent initisimulation run(consistent with Fig. b
configurations, and no data from later times are included. Another quantity which is also strongly dependent on the
The difference i(zSaa.p) and(zhaa.g) is solely due to  time length of the run is the distribution ofd? (see Fig. 20
the different definition of mobile particles. As befofsee for long runs and its inset for short ryngn the case of long
Fig. 11) we find that the mobile particles are surrounded byruns a double peak structure develops for increasing tem-
fewer particles. For the long runs, however, this effect vanperature. We tentatively associate the particles in the peak
ishes at higher temperatures. The likely reason for this dewith large 1di2 with localized particles and those in the peak
creasing difference is that we used in E2). a time average with small 1in2 with mobile particles. Further work is re-
quired to check this hypothesis.
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FIG. 18. Total number of neighbors of any A particiess . g) (Open tri-
angle and of a mobile particle defined for the longer simulation run

(2 ansp) (dark filled circlg and the shorter simulation rys, ., ) (gray FIG. 20. P(1/d?) for the long runs and in the inset for the short runs at
diamond. various temperatures.
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The peak at small ﬂif starts to dominate with increasing clusters are the nucleation point of the large scale motions
temperatures, which reflects that at high temperatures mo&und aboveT 4 in that with increasing the particles which
particles have become mobile at some time during the simun the glass have a large amplitude start to show the coop-
lation run. erative motion found in the supercooled state. Therefore, it is

As the figures of Secs. IV and V demonstrate, these efpresently not clear whether the dynamical heterogeneities
fects of averaging over mobile and regular particles can beliscussed in the present work are just the low-temperature
avoided via an appropriate choice of averaging tithg, analogon of the ones found above the glass transition tem-
which we chose to be whem,(t) reaches its maximum. perature, or whether they are a different dynamical feature of
Thereforeta gives us a rough estimate about the lifetime of glass-forming liquids and glasses. Also with respect to this
fast particles. question work is left for the future.
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