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Abstract — Glasses are inherently out-of-equilibrium systems evolving slowly toward their equi-
librium state in a process called physical aging. During aging, dynamic observables depend on the
history of the system, hampering comparative studies of dynamics in different glass formers. Here,
we demonstrate how glass formers can be directly compared on the level of single-particle jumps,
i.e. the structural relaxation events underlying the a-process. Describing the dynamics in terms
of a continuous-time random walk, an analytic prediction for the jump rate is derived. The result
is subsequently compared to molecular-dynamics simulations of amorphous silica and a polymer
melt as two generic representatives of strong and fragile glass formers, and good agreement is

found.

Copyright © EPLA, 2015

When a liquid is cooled to low temperatures and crys-
tallization is avoided (either by a fast cooling rate or due
to internal constraints), a glass forms. During cooling,
a strong increase in viscosity and relaxation times is ob-
served already in the supercooled regime above the glass
transition temperature T, [1-7]. Based on the tempera-
ture dependence of the relaxation times, glass formers are
divided into strong and fragile glass formers with strong
glass formers displaying Arrhenius and fragile glass for-
mers super-Arrhenius behavior [1]. On cooling through
T, the structural relaxation time, é.e. the time necessary
to return to equilibrium after a small perturbation [2],
exceeds the time scales accessible in experiments. The
glass thus “falls out of equilibrium” rendering it an inher-
ently non-equilibrium system, slowly evolving towards its
equilibrium state in a process called “physical aging” [8].
Within the aging regime, dynamic observables depend on
the history of the system, i.e. the time since vitrification
as well as details of the quenching procedure such as the
cooling rate. This history dependence effectively hinders
a direct comparison of the non-equilibrium dynamics of
different glass formers or glasses with different histories.

In numerical simulations the accessible time scales are
many orders of magnitude smaller than in real-world

experiments (typically about 100ns). Thus, the relax-
ation times reach the accessible time scales already in the
supercooled regime around 7, the extrapolated critical
temperature of mode coupling theory [1,4,5,7]. Still, non-
equilibrium effects can be removed by extensive tempering
at these temperatures and relaxation toward equilibrium
can be achieved. It has been suggested, however, that
this prolonged equilibration dynamics displays the same
characteristics as physical aging below Ty [9].

While being restricted to short time scales, numeri-
cal simulations offer the benefit that the full microscopic
information is available. In this way, computer simu-
lations have played a pivotal role in the understanding
of glasses, revealing the presence of increasingly complex
dynamics upon cooling, evident in strong spatial correla-
tions [1,3,10,11] and dynamic heterogeneities, i.e. the
coexistence of “fast” and “slow” particles [1-3,12-18].
Furthermore, a careful analysis of the single-particle tra-
jectories led to the observation that a facet of dynamic
heterogeneities manifests itself in long periods of local-
ized motion interrupted by fast jumps [1,19-22]. Inspired
by this observation, glass-forming materials have been
studied in terms of the continuous-time random walk
(CTRW) [23-27], i.e. a random walk with random time
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intervals between steps. The CTRW has inspired both
theoretical models [19,28-31] as well as the analysis of
numerical simulations in various glass formers, includ-
ing binary mixtures [20,22,32-37], molecular liquids [38],
polymers [20,22,39-44], amorphous silica [21,33] and
colloids [45].

The CTRW description of glass dynamics hinges on
two assumptions: 1) Particles may be considered as in-
dividual, non-interacting random walkers on the level of
single-particle jumps. This assumption implies that the
potential-energy landscape (PEL) of the full system can
be separated into (effective) PELs for all individual par-
ticles. 2) Jumps are renewal events, i.e. the dynamics
following a jump is independent from the history of the
process. Thus, the PEL does not change during aging.
In this picture aging is a purely stochastic process during
which the particles explore deeper and deeper minima,
leading to a slowing down of the dynamics. It is not ob-
vious that these assumptions should hold in a molecular
system. In fact, considering the increasing density dur-
ing aging and dynamic facilitation, it would seem more
plausible to assume otherwise.

The following analysis may thus be regarded as a test
of the assumptions stated above: We study the relaxation
dynamics in the supercooled regime around T,. Using the
CTRW theory, we derive an analytic expression for the
jump or relaxation rate, a property which is particularly
suitable as it depends only on the time evolution of the
CTRW and compare it to simulations of amorphous silica
and a polymer melt as representatives of strong and fragile
glass formers. We find good agreement between theory
and simulations, which confirms the applicability of the
CTRW approach and highlights the universal dynamics
on the level of single-particle jumps.

CTRW prediction. — First, let us focus on the CTRW
prediction for the jump rate to which we want to compare
the simulation results later on. In contrast to a standard
random walk, the CTRW assumes random time intervals
between the steps. These waiting times 7 are assumed to
be independent random variables, distributed according to
the waiting time distribution (WTD) (7). This central
property governs the time evolution of the CTRW and is
the starting point of our analysis. It has been suggested
that the WTD for single-particle jumps in supercooled lig-
uids is well described by a Gamma distribution [38,43,45]

(1)

where 0 < a < 1 and the normalization constant A =
A*/T(«) with T'(z) being the Gamma function. The
Gamma distribution displays a power-law behavior at
short times ¢ <« A~! and an exponential decay at late

times t > A~ (see footnote !).

Y(t) = At e M,

INote that WTDs with a stronger power-law decay have also been
reported [20,37,41]. For the latter no closed form of the jump rate
can be given. The limiting cases can, however, be derived in a similar
fashion.

From the WTD the jump rate can be derived as follows:
The probability that the n-th jump takes place at time ¢
is given by the convolution [27]

t
pn(t) = /() pn—l(tn—l)w(t - tn—l) dtn—l- (2)
Equation (2) states that the n-th jump takes place at time
t if the previous jump took place at time ¢,_; and was
followed by a waiting time of ¢t —¢,,_1. The convolution is
calculated over all accessible times t,,_1. The jump rate
is then the probability that a jump with arbitrary n takes
place at time .

v(t) =) palt). (3)

Under Laplace transform it is given by

oo

L)} =0(s) =Y Bals) =D drls)(s)" ", ()

where the persistence time distribution (PTD) 1(t) is
the distribution of times between the start of the obser-
vation and the first jump. This distribution differs in
general from the WTD and is, furthermore, subject to
aging [27,46]. The difference between the PTD and the
WTD can be illustrated by the trap model [30]. In this
model the particles traverse a series of traps of varying
depth. Thus, the WTD is determined by the distribution
of available traps, whereas the PTD is determined by the
distribution of occupied traps. An often made assump-
tion is that at time ¢t = 0 all traps are occupied with the
same probability, i.e. 11 = 1. This state corresponds
to a quench from a very high temperature and can be
identified with the age zero. During aging, the particles
tend to accumulate in deeper and deeper traps, leading
to an age-dependent PTD and a slowing down of the dy-
namics. When equilibrium is reached, the PTD takes the
form [27,43,47)

1 o0
Pi(m) = —/ Y(1) dr. (5)
<T> T1
Thus, the PTD contains the full history dependence of the
process. For the following steps, we assume 11 = ¢ and
discuss this assumption below in view of the analysis of
the simulation data. Then, the jump rate is given by

v(s) = L‘f)
1—4(s)
We can now insert into this general expression the

Laplace transform of the Gamma distribution t(s) =
A% (X + s)”“. Transforming back we find

(6)

v(t) = \e MR, o [(M)°], (7)

where Eq g(2) = > 5o 27 /T (ak + ) is the two-parameter
Mittag-Leffler function [48,49].
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We can use the series expansion of the Mittag-Leffler
function to find an expression for the two limiting cases

for t < A71,

(®)

=—, fort> X1

where (1) = [° ti(t)dt = aA™! is the mean waiting time.
The CTRW theory thus predicts a power-law decay of the
jump rate, which turns into a constant rate when equilib-
rium is attained. This describes the qualitative behavior
of the jump rate reported in the literature [21,41].

Simulation models. — We compared the analytic ex-
pression for the jump rate, eq. (7), to molecular-dynamics
(MD) simulations of glass-forming liquids. To this end,
we analyzed jump events in amorphous silica (SiOz) [21]
and in a short-chain polymer melt [42], which are typical
representatives of strong and fragile glass formers, respec-
tively. Particle interactions in amorphous silica were mod-
eled by the Beest-Kramer-van Santen (BKS) potential [50]
with slightly modified parameters (see [9] for details). A
fully equilibrated configuration consisting of 112 Si and
224 O particles was quenched instantaneously from the
initial temperature 7T; = 5000 K to one of the final temper-
atures Ty € {2750 K, 3000 K, 3250 K} (T. = 3330K [51])2.
For each value of Tt, 20 independent configurations have
been simulated for 33ns. For the fragile glass former,
a generic bead-spring polymer model [42,43,52] was em-
ployed. Simulations of a bulk polymer melt of 3072 poly-
mers with N = 4 monomers each were performed. Four
fully equilibrated systems at 7' = 0.37, 0.38, 0.39 and 0.40
(T = 0.383 [52]) with pressure p = 0 have been consid-
ered. The lengths of the analysed trajectories were 2.2-10°
for T'=0.37,1-10° for T' = 0.38, 1.2-10° for T' = 0.39 and
2-10° for T = 0.40. For the polymer model, all quantities
are given in Lennard-Jones units. Note that these sys-
tems are significantly different: The amorphous silica is a
strong glass former out of equilibrium, while the polymer
model is a fragile glass former in equilibrium. Using stan-
dard techniques it would thus be impossible to directly
compare the dynamics. It is, however, feasible using the
method proposed here.

Jump detection. — For the jump detection single-
particle trajectories were discretized into time windows
of size At and for each time window the average positions

7, (t;) and the fluctuations o, (t;) = \/r2(t;) — 72 (t;) were
determined, where the index [ denotes the time window.
We labeled particle n as “moving” if its change in aver-
age position A7, = |7, (t;) — Tn(ti—s)| > 3(0) with 6 =2
for the polymer melt and § = 4 for the amorphous sil-
ica. The product § - At determines the resolution of the

2Reference [21] includes additionally the temperature Ty = 2500.
We refrained from analysing the simulation run at this temperature
as trajectories were too short for a reliable determination of the
parameters from the WTD.

jump detection. It should be as small as possible yet large
enough to fully encompass the jumps. We discuss below
the effect of the finite resolution and how it was accounted
for. For the amorphoussilica (o) is the average fluctuation
where time windows during which jumps occur have been
excluded [21]. For the polymer melt, (o) = 0.155 was de-
termined at 7' = 0.39 [42] and this value was fixed for all
temperatures. By comparing (o) to the position of the first
peak in the radial distribution function [52,53] we have
confirmed that (o) is of the same order of magnitude both
for amorphous silica and the polymer model. Note that
this jump-detection method differs from the one applied to
the polymer melt in [42]. We have compared the method
applied here to the one of [42] to confirm that the detec-
tion method does not have an impact on the results. In a
further step a refinement procedure was employed to fil-
ter out strongly correlated moves. The resulting subset
of moves constitute the “jumps” which will be analyzed
in the following. The refinement methods for silica and
the polymer model differ and have been discussed in [21]
and [42], respectively. It has been shown for the polymer
melt that the jumps fulfill the conditions of a CTRW to
a great extent, i.e. that no correlations between waiting
times exist [42] and that the WTD does not depend on the
history of the process [44]. Using the method suggested
in [44] we have confirmed that the same applies to the
jumps detected in SiOs.

For the further analysis, it is important to consider
the finite resolution of the jump detection. The jump
detection in MD simulations relies on a coarse graining
of single-particle trajectories. Thus, two jumps need to
be separated by a minimum waiting time of 7,i,, Where
Tmin = 0.02616 ns for the amorphous silica [21] and Tin =
100 for the polymer model [42]. Comparing Timin tO Tcage,
i.e. the time where the incoherent scattering function and
the mean-square displacement reach their plateau value,
we have confirmed that 7,i, is of the same order of mag-
nitude for amorphous silica and the polymer model. This
cutoff at short times implies that the WTD vanishes for
T < Tmin, yielding the effective mean waiting time

= [

min

F(O[ + 17 )\Trnin)

tp(t) dt = AT (0, A onn)

(9)

where eq. (1) was used and I'(s, x) is the upper incomplete
Gamma function. Note, that the normalization factor in
eq. (1) changes to A = A*/T'(a, AMTmin) if all waiting times
T < Tmin are omitted. The effect of the lower cutoff can, in
good approximation, be accounted for by multiplying the
jump rate in eq. (7) with aA™!(7) ;. We have performed
CTRW simulations [43] to confirm that this approxima-
tion is valid within the parameter range found in the MD

simulations®.

3For the CTRW simulations random waiting times were drawn
from eq. (1). The jump rate multiplied with the correction factor
superimposed on the jump rate for the case where all waiting times
smaller than 7,;, are rejected.
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Preparation of a common out-of-equilibrium
state. — In eq. (6) we assumed ¢y = . This is, however,
not the case for jumps detected in a supercooled liquid or
glass. Instead, the PTD depends strongly on the history
of the process, i.e. on the quench protocol and on the
age of the system [20]. It is thus not possible to directly
compare the simulation results with the analytic formula,
eq. (7). Instead, we apply the following procedure: We
define an internal time ¢’ by setting the internal clock of
each particle to zero just after its first jump*. The internal
time is thus defined as

t'=t—ti,, (10)
where ¢y ; is the first jump time of particle ¢. In the def-
inition of the internal time, we make use of the second
assumption stated in the introduction that jumps are re-
newal events. The proposed method can be rationalized
in terms of dynamic heterogeneities as follows: In super-
cooled liquids and glasses fast and slow particles coexist
and with time fast particles can become slow and vice
versa. In the transformation to the internal time, one
identifies the new time origin with a period during which
the particle is fast. Thus, at ¢’ = 0 all particles are fast.
During the time evolution, more and more particles return
to a slow state, leading to a slowing down of the dynamics
in the internal time. The such prepared initial state is a
well-defined out-of-equilibrium state, independent of the
history of the system. Hence, the single-particle dynamics
in the internal time are identical, irrespectively of whether
the trajectories were recorded in an aging system (as is the
case for the amorphous silica) or in an equilibrium melt (as
for the polymer). Note that the so-prepared state exactly
corresponds to the initial state used in the derivation of
eq. (7), defined via 1; = . The jump rate in the internal
time is calculated as

Np
V) = S5, ()

where NV, is the total number of particles, At the size of a
time window and I;(¢') = 1 if particle ¢ jumps in the time
window corresponding to time ¢’ and zero otherwise.

CTRW analysis of the simulation data. — To com-
pare eq. (7) to the MD simulations, first the parameters «
and A need to be determined. To this end, the WTD was
recorded and the data were fitted to eq. (1). The observed
WTDs for the fragile and strong glass former are displayed
in fig. 1. The fit results are listed in table 1. Then, eq. (7)
was used to determine v(¢') numerically [54]. The jump
rate obtained from the MD simulations, eq. (11), is in very

4Instead of the first jump, any jump can be chosen. The refine-
ment procedure proposed in [42] cannot exclude that the first jump
is a backward move corresponding to an undetected forward move
that took place before the start of the observation. Thus, the inter-
nal clock was actually reset on the third jump in the analysis of the
polymer melt.

t
Polymer 102  10° 10* 10° 10°
& T=0.37 M T T g 03
10
10°
-6 =
10° <
L 7 >
3 10”7
. 10°
3 107
Sio,
3 o T=2750 K
41 ¢ T=23000K
w0 e - < T=3250 K
0,1 1 10
t [ns]

Fig. 1: (Colour on-line) Waiting time distribution 1) (t) for the
polymer model (open symbols, top right) and the amorphous
silica (filled symbols, bottom left). The WTD for the polymer
is given at four different temperatures: 7" = 0.37 (A), 0.38
(©), 0.39 (O) and 0.40 (7). The WTD for the oxygen atoms in
SiO2 is given for the quench from 7; = 5000 to 7t = 2750 K (H),
3000K (#), and 3250 K («). The dashed lines are power laws
with exponent —1, the solid lines are fits of eq. (1) to the data.
The fit results are listed in table 1. The arrows indicate the
values of A7,

Table 1: Parameters  and A obtained via least-square fit of
the WTD (see fig. 1) to eq. (1). Note that these values differ
from the values reported in [21,42] where the WTD was fitted
with a single power law.

Polymer
T 0.37 0.38 0.39 0.40
o 0.194 0.279 0.338 0.420
A 546-107% 1.86-107° 5.31-107° 1.57-107%
Silica

T 270K 3000K 3250K

Q@ 0.21 0.38 0.58

A 0.060 0.37 1.66

good agreement with the analytic expression, eq. (7), as
shown in fig. 2. Only small deviations are visible for the
silica model at the highest temperature which we attribute
to the short power-law regime available for the determina-
tion of the parameter o. Due to this good agreement, we
can infer that the assumptions stated in the introduction
are indeed valid on the level of single-particle jumps.
Figure 2, furthermore, highlights the remarkable obser-
vation that strong and fragile glass formers display uni-
versal dynamics for single-particle jumps [19]. Thus, it
allows a direct comparison of the non-equilibrium dynam-
ics of different glass formers despite their different quench
protocols. For example, the value of « is almost identical
for oxygen atoms in amorphous silica at 7" = 3000 K and
monomers in a short-chain polymer melt at T" = 0.39.
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Fig. 2: (Colour on-line) Jump rate v(t') in the time frame of
the internal time. The symbols represent the values obtained
from MD simulations. The top panel displays the results for
the polymer model (open symbols) at T' = 0.37 (A), 0.38 (0),
0.39 (O) and 0.40 (v7). The bottom panel displays the re-
sults for the oxygen atoms in amorphous silica (filled symbols)
quenched from the initial temperature 7; = 5000 K to the final
temperature 7r = 2750 K (W), 3000 K (¢) and 3250 K («). The
dashed lines give the analytic solution from eq. (7) using the
parameters listed in table 1. The arrows indicate the values
of A1

The same holds for oxygen atoms at T = 2750 and
monomers at T" = 0.37. The jump rates would thus over-
lap when the time is scaled by A.

It is important to note that the time ¢’ in fig. 2 does not
correspond to the external, physical time, but to the inter-
nal time defined via eq. (10). The jump rate in the inter-
nal time can thus be regarded as the single-particle picture
of dynamic heterogeneities: Directly after a jump (corre-
sponding to the jump at ¢’ = 0), the particles have an
increased probability of performing further jumps shortly
thereafter, rendering the particle fast. This agrees with
the observation in ref. [19] that a particle, which performs
a jump, will likely perform one or several further jumps
during the observation. In [19] the WTD is modeled by an
exponential. Such a modeling, however, would lead to a
time-independent jump rate and would thus not allow an
initial fast particle (at ¢ = 0) to “slow down” toward the
average behavior, given by the large-¢ limit of eq. (8). In
contrast, the Gamma distribution is capable of describing
this crossover.

Another conclusion that can be drawn from fig. 2 is
that the time ¢ = A~! marks the transition from non-
equilibrium to equilibrium dynamics. The characteristic
time scale of the exponential cutoff in the WTD can thus
be identified with the equilibration time t.q. Comparing
A~ for the silica melt with the equilibration time ¢23 from
ref. [9] we find that A~ is of the same order of magnitude
as to3, albeit by a factor of 2 to 6 larger. The parameter A,

furthermore, dominates the slowing down of the dynamics
on approaching T, [22], and is thus of particular interest.
To determine A from the WTD, however, the observation
time needs to be of the same order of magnitude as A~ 1.
On the other hand, \ has a strong influence already on the
short-time behavior of the jump rate, as can be seen from
eq. (8). Thus, it is possible to extrapolate the equilibration
time from the jump rate long before the system actually
reaches equilibrium. To this end, first the parameter «
should be obtained from the WTD using a power-law fit.
Then, the value of A can be obtained by fitting the jump
rate to eq. (7). We have performed these steps for the
polymer model at T = 0.37 using only data for ¢’ < 103,
finding A = (3.8 £ 0.3)107%.  Similarly, we found A\ =
(0.049 + 0.004) for the amorphous silica at T = 2750K
using only data for ¢ < 0.2ns. These values are very
close to the correct values 5.46-10~% and 0.06, even though
the fit range is in both cases about two orders of magnitude
smaller than \~'.

It is interesting to note that while the jump rate is
well suited to determine the parameter A, the influence
of the parameter « is hardly discernible. In fact, display-
ing (7)ot ¥(At') we find that all data superimpose.

Conclusions. — In summary, we found an analytic
expression for the relaxation rate in non-equilibrium glass-
forming liquids, eq. (7), based on the assumption that
relaxation events can be identified with “jumps” of a
CTRW. This assumption is not obvious to hold a priori,
as it implies that the dynamics following a jump is in-
dependent of the history of the system, i.e. identical
irrespectively of whether the jumps have been recorded
in a non-equilibrium aging system or in an equilibrium
melt. Comparison of eq. (7) to MD simulations of both a
strong and fragile glass former in the supercooled regime,
however, yields very good agreement. The results dis-
cussed here indicate that the CTRW provides a suitable
framework for the analysis of the single-particle dynamics
in glass-forming materials, allowing the non-equilibrium
dynamics of very different glass formers to be compared
directly. Additionally, our analysis suggests that the equi-
libration time can be determined from the jump rate al-
ready for relatively short trajectories. The results could
prove helpful in the analysis of the dynamics in systems far
below the glass transition temperature and systems under
physical deformation and of mechanical rejuvenation.

% 3k ok
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